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ABSTRACT

The paper presents an empirical study designed to test a small area estimation method. The aim of the study is to apply a robust version of the Fay-Herriot model to the estimation of average wages in the small business sector. Unlike the classical Fay-Herriot model, its robust version makes it possible to meet the assumption of normality of random effects under the presence of outliers. Moreover, the use of this version of the Fay-Herriot model helps to improve the precision of estimates, especially in domains where samples are of small sizes. These alternative models are supplied with auxiliary variables. The study seeks to present the characteristics of and differences among small business units cross-classified by selected NACE sections and district units of the provinces of Mazowieckie and Wielkopolskie. It was carried out on the basis of data from a survey conducted by the Statistical Office in Poznan and from administrative registers. It is the first study which attempts to produce estimates of average wages for this sector of the national economy.
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1. Introduction and motivation

Nowadays, it is widely known that small and medium-sized enterprises (SME) are a strong pillar of the economy. They play a crucial role in the economic and social sphere, not only for the country as a whole, but, even more importantly, at the regional level. This is because there is a strong correlation between the development of the SME sector and the regional development. The growth of the SME sector helps to eliminate regional differences, contributes to the improvement of living conditions of local communities and fosters creation of new jobs; in other words, it has a positive impact
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on the region’s economic growth. In addition, entrepreneurs tend to locate their capital close to their places of residence, which enables them to rely on local resources and the local market (Strużycki 2004). The scope and intensity of investment depend on entrepreneurs’ assessment of the degree of regional development, which in turn creates demand for regular publishing of economic information, such as the level of entrepreneurship, the labour market situation and investment activity.

In the context of regional development, it is small companies which play a most important role in this process. Despite that, they are usually treated as a mere component of the SME sector, and thus are rarely the subject of separate studies or analyses. The scope of available data on small businesses is limited, especially at low levels of aggregation. Such data are most often collected by sample surveys conducted by Statistics Poland. The study presented in this article is the attempt to partly fill this gap. The aim of the study is to estimate one indicator of entrepreneurship, namely average monthly wages in small enterprises at the level of districts. The analysis was limited to four NACE sections (manufacturing, construction, trade, transportation) and two provinces representing the highest level of entrepreneurial activity in Poland – Wielkopolskie and Mazowieckie. The province of Mazowieckie comprises 42 districts (including 5 cities) and the province of Wielkopolskie 35 districts (including 4 cities).

In the case of small companies, information on monthly financial results by NACE section is available only at the country and province levels. However, using the methods of indirect estimation offered by small area estimation (which are resistant to outliers), the authors managed to obtain estimates for a more detailed domain of interest, by cross-classifying NACE section with the territorial division into districts.

The article consists of five parts. The first part is devoted to the difficulties encountered while estimating average wages on the basis of Polish survey data. The second part describes data sources used for the estimation and provides additional details about the empirical study. The methodological considerations of the analysis are presented in the third part, the summary of the results and their interpretation in the fourth part, and the conclusions and suggestions for further work in the fifth part. The study presented in this paper is the continuation of the authors’ previous research (Dehnel and Wawrowski 2018).

That study involved small enterprises employing from 10 to 49 employees. Owing to data availability, the analysis is limited to the year 2011, which was the time when the labour market was going through a downturn. The rate of registered unemployment grew to 12.5% compared to the previous year’s 9.5% (according to the Labour Force Survey). The only positive trend that could be observed at that time was a rise in the average employment in the enterprise sector (a-7.6% growth in the construction section). The year 2011 also saw a slight increase in wages, but the rate of real wage growth was insignificant in view of the relatively large rise of consumer prices. The
average monthly wages was PLN 3481, which indicated the annual growth of 5.5%. However, the average monthly wages varied considerably across the groups of enterprises, depending on their size and type of activity. In small companies, the average gross wages totalled PLN 2583, ranging from PLN 1818 in companies involved in other service activities to PLN 4737 in information and communication companies; in medium-sized enterprises the average gross salary stood at PLN 3568, while in large enterprises at PLN 4255 (GUS 2013) (Figure 1). In companies representing the four selected NACE sections, the average monthly salary reached similar levels, ranging from PLN 2150 in transportation enterprises to PLN 2460 in manufacturing companies.

There was also a considerable variation in average monthly salaries across provinces. The highest values were obtained for Mazowieckie province, which was an outlier. The average monthly wages in this province is considerably higher than the average monthly wages in the remaining provinces, regardless of the company size. Relatively high average monthly wages were also observed in Pomorskie, Dolnośląskie, Śląskie and Wielkopolskie.

![Figure 1](image)

**Figure 1.** Average monthly wage per 1 employee according to the enterprise’s principal activity of size class in 2011

Source: Based on data by Statistics Poland (GUS 2013).
Figure 2 shows the average monthly wages for the whole subregion (NUTS 2), but does not account for the internal variation, which is explained, for example, by the classic theory of growth poles. In view of this fact, and also trying to satisfy the demand for detailed statistical information, an attempt was made to estimate the average monthly wages at a lower level of spatial aggregation, i.e. across districts.

![Figure 2: Average monthly wage per 1 employee across provinces by the enterprise’s size class in 2011](image)

Source: Based on data by Statistics Poland (GUS 2013).

2. Estimation methods

2.1. Direct estimation

The traditional approach in survey methodology to estimate population means and totals involves the use of the direct Horvitz-Thompson (1952) estimator. Let $U$ denote a population consisting of $N$ units divided into $D$ domains $U_1, \ldots, U_D$ with the sample size denoted by $N_d$, where $d = 1, \ldots, D$. The sample denoted by $s$ and $s \in U$ can also be divided into $s_1, \ldots, s_D$ with the sample size $n_d$ for each domain. Let $y_{di}$ denote the value of the target variable for $i$-th unit in domain $d$. Each unit has a sampling weight $w_{di}$. The population mean in area $d$ is denoted by $\theta_d$. Thus, the Horvitz-Thompson estimator is expressed by the following formula:

$$\hat{\theta}_d^{HT} = \sum_{i=1}^{n_d} y_{di} w_{di}. \tag{1}$$

The Horvitz-Thompson (HT) estimator is unbiased and effective for large sample sizes $n_d$. However, when estimating detailed domains, sample sizes tend to be very small or even zero, which causes a big variance of the HT estimator and makes it impossible to obtain direct estimates.
2.2. Indirect estimation

To estimate population means in domains characterized by a small sample size $n_d$, it is necessary to use indirect estimators. This approach is also known as small area estimation, where the term *area* does not necessarily refer to a geographical unit. In this type of estimation, auxiliary variables from sources other than the survey are utilised. These variables should not contain sampling errors, so they should be taken from censuses or administrative registers.

The most common indirect approach is a model-based estimation, in which the target variable is the dependent variable in the linear mixed model. The methods within this approach can be divided into area-level and unit-level models. In an area-level model the dependent variable and auxiliary variables are aggregated at the target level of districts. Values of the dependent variables are often estimated by the Horvitz-Thompson (1952) estimator on the basis of survey data, while aggregated values of covariates come from the source that is not measured with error, such as the census or administrative registers (Guadarrama et al. 2016). The most popular example of an area-level model is the Fay-Herriot model (Fay and Herriot, 1979) and its numerous variants, e.g. spatial or robust (Rao and Molina 2015). On the other hand, there are unit-level models in which the dependent variable is taken directly from the survey and auxiliary variables also come from the census or administrative registers, but in a raw form. The Empirical Bayes method (Molina and Rao 2010) utilizes a nested error linear regression model and the Monte Carlo approximation to estimate the variable of interest in target domains, while the M-Quantile approach (Chambers and Tzavidis 2006) uses quantile regression to ensure robustness of that method. In both approaches, the random effect is usually assigned to the geographical area. Because access to unit-level data is limited, area-level models are used more frequently in practice.

Fay and Herriot used their model to estimate income in small geographical units in the USA (Fay and Herriot, 1979). However, the model’s application is wider than that – e.g., it can be used for poverty estimation (Wawrowski 2016). Let us assume that the direct estimate of the population mean is the sum of true values of the parameter and random error, which is expressed by the formula:

$$\hat{\theta}_d^{HT} = \theta_d + e_d,$$  \hspace{1cm} (2)

where $e_d^{ind} \sim N(0, \sigma_{ed}^2)$. In practice, variance $\sigma_{ed}^2$ is unknown and has been estimated on the basis of survey data.

Then, the true value of the parameter can be described by a linear model with area random effect:

$$\theta_d = x_d^T \beta + u_d,$$  \hspace{1cm} (3)
where \( x_d \) is a vector of auxiliary information for area \( d \), \( \beta \) is a vector of regression parameters and \( u_d \) is area random effect with distribution \( u_d \overset{iid}{\sim} N(0, \sigma_u^2) \).

By combining the two equations above, we obtain the Fay-Herriot model:

\[
\hat{\theta}_d^HT = x_d'\beta + u_d + e_d. \tag{4}
\]

In order to obtain Empirical Best Linear Unbiased Predictor (EBLUP) of the Fay-Herriot model, it is necessary to estimate area random effect variance (\( \sigma_u^2 \)). It can be done by various methods, e.g. Fay-Herriot method, Prasad-Rao method, REML or ML. Then, EBLUP is expressed by:

\[
\hat{\theta}_d^{FH} = x_d^T\hat{\beta} + \hat{u}_d = \hat{\gamma}_d \hat{\theta}_d + (1 - \hat{\gamma}_d)x_d^T\hat{\beta}, \ d = 1, \ldots, D \tag{5}
\]

where

\[
\hat{\beta} = \left( \sum_{d=1}^{D} \hat{\gamma}_d x_d x_d^T \right)^{-1} \sum_{d=1}^{D} \hat{\gamma}_d x_d \hat{\theta}_d
\]

and

\[
\hat{\gamma}_d = \frac{\hat{\sigma}_{ed}^2}{\hat{\sigma}_u^2 + \hat{\sigma}_{ed}^2}.
\]

It is worth remembering that EBLUP is a weighted average of direct and regression model estimates. The weight \( \hat{\gamma}_d \) is a share of area random effect variance in the total variance and measures the uncertainty of the fitted model. For small values of sample variance (\( \hat{\sigma}_{ed}^2 \)), a larger part of the final estimate will be contributed by the direct estimate, which will decrease as the sample variance increases (Rao and Molina, 2015).

The Fay-Herriot model is an example of a shrinkage estimator. Its drawback is the fact it cannot deal with outliers. For this reason, it is necessary to use robust small area estimation methods. In practice, this can be achieved by replacing \( \hat{\beta} \) and \( \hat{u} \) in the Fay-Herriot model with their outlier-resistant alternatives (Chambers et al., 2014).

Let us replace values of \( \hat{\sigma}_{ed}^2 \) and \( \hat{\sigma}_{u}^2 \) variances with covariance matrices \( \Sigma_e \) and \( \Sigma_u \) and let \( V = \Sigma_e + \Sigma_u \). Then, the vector of fixed effects \( \beta \) is expressed by:

\[
\beta = (X^TV^{-1}X)^{-1}XV^{-1}y \tag{6}
\]

and random effects vector \( u \) is:

\[
u = \Sigma_uZ^TV^{-1}(y - X\beta). \tag{7}
\]

It can be noted that equations (6) and (7) could be transformed into:

\[
X^TV^{-1}(y - X\beta) = 0 \tag{8}
\]

and

\[
\Sigma_uZ^TV - 1(y - X\beta) - u = 0. \tag{9}
\]
Sinha and Rao (2009) proposed a robust version of equations (8) and (9):

\[ X^T V^{-1} U^{1/2} \psi(U^{1/2}(y - X\beta)) = 0 \]  

(10)

where \( U = \text{diag}(V) \). A robust random effects vector is defined by:

\[
\psi((y - X\beta)^T U_2^{1/2} U_2^{1/2} V^{-1} \partial V/\partial \theta) V^{-1} U_2^{1/2} \psi(U_2^{1/2}(y - X\beta)) \\
= \text{tr}(D\psi(\partial V/\partial \theta)),
\]  

(11)

where \( \partial V/\partial \theta \) is the first order partial derivative of \( V \) with respect to the variance component \( \theta \) and for \( Z \sim N(0,1) \), \( D\psi = E(\psi^2(Z))V^{-1} \).

Moreover, Warnholz (2016) proposed a modification of the above equation in which only diagonal elements of the \( V \) matrix are used to standardise the residuals. In a robust Fay-Herriot model, this matrix is diagonal, but the transformation can be useful in models with correlated random effects, e.g. SAR(1) and AR(1) models, where calculations might be time-consuming.

The final equation of the robust Fay-Herriot model can be written as:

\[
\hat{\theta}_{RFH}^d = x_d^T \hat{\beta}^\psi + \hat{\psi}_d x_d, \quad d = 1,\ldots,D.
\]  

(12)

The Fay-Herriot model and its robust version can also be used for estimation in non-sampled domains. In such cases, the estimated population mean is obtained from a regression model.

The mean square error (MSE) of the population means obtained with the help of the methods described above can be estimated using bootstrap methods. For the Horvitz-Thompson estimator, one can employ the standard replication weights procedure, whereas for the Fay-Herriot and robust Fay-Herriot models, the recommended option is parametric bootstrap proposed by González-Manteiga et al. (2008). Different estimates can be compared in terms of relative root mean square error (RRMSE), calculated as a square root of MSE divided by the estimate.

All methods described in this section are implemented in R language (R Core Team, 2018) in survey (Lumley, 2004), sae (Molina and Marhuenda, 2015) and saeRobust (Warnholz, 2018) packages.

3. Description of the DG1 dataset

The study is based on the data from the DG1 survey, which is the main source of information about Polish entrepreneurs. In the case of small companies, the survey uses a 10% sample of enterprises employing between 10 and 49 persons. These selected companies are then asked to complete a questionnaire about the basic company characteristics (Dehnel 2016).
The sampling design of the DG1 survey enables direct estimation while using the HT estimator, in order to obtain precise estimates at the level of province or for NACE sections. The structure of small companies in selected provinces and sections is presented in Table 1.

**Table 1. Number of small enterprises in Mazowieckie and Wielkopolskie provinces in 2011**

<table>
<thead>
<tr>
<th>Province / NACE section</th>
<th>Wielkopolskie</th>
<th>Mazowieckie</th>
<th>Total</th>
<th>Mazowieckie (%)</th>
<th>Wielkopolskie (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing</td>
<td>2782</td>
<td>2693</td>
<td>21583</td>
<td>12.9</td>
<td>12.5</td>
</tr>
<tr>
<td>Construction</td>
<td>1896</td>
<td>1423</td>
<td>12736</td>
<td>14.9</td>
<td>11.2</td>
</tr>
<tr>
<td>Trade</td>
<td>4038</td>
<td>2473</td>
<td>22677</td>
<td>17.8</td>
<td>10.9</td>
</tr>
<tr>
<td>Transportation</td>
<td>930</td>
<td>617</td>
<td>5000</td>
<td>18.6</td>
<td>12.3</td>
</tr>
</tbody>
</table>

Source: Based on data from the DG1 survey.

The number of manufacturing companies in both provinces is similar – 2782 in Mazowieckie and 2693 in Wielkopolskie, which accounts for about 13% of all enterprises in this section. Construction companies in Mazowieckie province account for 14.9% of the total number of units in the section, while in Wielkopolskie province for 11.2%. The biggest absolute and relative differences could be observed within the trade section – 4038 (17.8%) enterprises in Mazowieckie and 2473 (10.9%) in Wielkopolskie. Transportation is the smallest section, containing only 5000 companies from the whole country. Almost a fifth of them, 930 enterprises, are located in Mazowieckie province, whereas 617 in Wielkopolskie.

A detailed analysis of the number of companies at the level of district shows that there are no transportation enterprises in two districts (Lipski and Żuromiński) of Mazowieckie. These districts were excluded from the estimation process. Figure 3 shows the spatial distribution of population size at the level of district in each province.
Figure 3. Number of enterprises in the population across districts in Mazowieckie and Wielkopolskie province

Source: Based on data from the DG1 survey.

Unit counts across districts indicate spatial variation as well as differentiation among and within the four NACE sections. The largest numbers of companies operate within the manufacturing and trade sectors, whereas the smallest in the construction and transportation. As already mentioned, the DG1 sample should include at least 10% of the population, and this condition is met. Table 2 shows the number of districts for different intervals of the sample size.

Table 2. Sample size at district level and NACE section

<table>
<thead>
<tr>
<th>Province / NACE section</th>
<th>Number of units in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-sampled</td>
</tr>
<tr>
<td>Mazowieckie</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>10</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>3</td>
</tr>
<tr>
<td>Trade</td>
<td>4</td>
</tr>
<tr>
<td>Transportation</td>
<td>15</td>
</tr>
</tbody>
</table>
Table 2. Sample size at district level and NACE section (cont.)

<table>
<thead>
<tr>
<th>Province / NACE section</th>
<th>Number of units in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-sampled</td>
</tr>
<tr>
<td>Wielkopolskie</td>
<td>Construction</td>
</tr>
<tr>
<td></td>
<td>Manufacturing</td>
</tr>
<tr>
<td></td>
<td>Trade</td>
</tr>
<tr>
<td></td>
<td>Transportation</td>
</tr>
</tbody>
</table>

Source: Based on data from the DG1 survey.

As could be observed, the sample size in most districts lies within two intervals: (1-5] and (5-10]. There are also many unsampled domains. Interestingly, the number of unsampled districts is much higher in Mazowieckie province than in Wielkopolskie. The biggest sample sizes (above 20 enterprises) occurred in Warsaw, the capital of Poland, for the whole Mazowieckie province, for Poznań, the capital city of Wielkopolskie province, and for Poznański district that belongs to the areas surrounding Poznań (Figure 4). To facilitate the comparison, Figures 3 and 4 have the same legend. White areas denote non-sampled districts. The largest number of non-sampled districts can be observed while analysing the transportation section. This is mostly due to the small population sizes from this section.

In conclusion, the sample size across districts is usually small or even zero (Table 2). In this case, the use of direct estimation is either impossible or is likely to entail big values of the mean square error. One possible solution is to switch from the currently used methodology of estimation to new techniques of indirect estimation offered by small area estimation (SAE). The indirect estimation method was selected for this study mainly because of the characteristics of the enterprise population, i.e. its high degree of differentiation and the presence of outliers.
Figure 4. Number of units sampled across districts in Mazowieckie and Wielkopolskie province
Source: Based on data from the DG1 survey.

4. Estimation of average monthly wages at district level

The wage estimation process for selected domains consists of 4 stages: (1) direct estimation, (2) model fitting, (3) indirect estimation of population means for sampled and non-sampled domains and (4) MSE estimation. At the beginning, Horvitz-Thompson estimates were obtained for all sampled domains, together with their mean square errors. These estimates could be calculated for 201 of the 306 domains. For the remaining domains the sample was either zero or contained only one enterprise, which is not sufficient to estimate mean square error. The resulting direct estimates of the average wages ranged from PLN 2102 (section F, Mazowieckie province) to PLN 6494 (section G, Wielkopolskie). Using the rule of Tukey’s fences (Hoaglin et al. 1986) for outlier identification, 11 outliers were detected, of which 8 in Wielkopolskie province. The outlying values represent estimated wages in the capitals of provinces, but also in districts where direct estimation was based on a very small sample, e.g. in Śremski district. The Horvitz-Thompson estimate, calculated there on the basis of just two units, amounted to PLN 6494. Consequently, the relative root mean square error was relatively high, at 40%. The above demonstrates that direct estimates calculated on the basis of small sample sizes are not reliable and cannot be analysed apart from their root mean squared errors.
There are no general precision thresholds for small sample domains. Eurostat (2013) recommends that they should be survey-specific, purpose-specific and should be determined taking users’ needs into consideration. According to the guidelines by Statistics Poland, RRMSE of the estimates should not exceed 10%, and those above 20% should not be published (GUS 2013a), which is the usual publication practice (Tzavidis 2018). Table 3 presents domain frequencies for the specific RRMSE intervals.

**Table 3.** Number of districts with RRMSE of direct estimates within a given interval

<table>
<thead>
<tr>
<th>Province / NACE section</th>
<th>Direct estimates RRMSE range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0,10]</td>
</tr>
<tr>
<td>Mazowieckie</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>5</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>16</td>
</tr>
<tr>
<td>Trade</td>
<td>11</td>
</tr>
<tr>
<td>Transportation</td>
<td>8</td>
</tr>
<tr>
<td>Wielkopolskie</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>7</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>23</td>
</tr>
<tr>
<td>Trade</td>
<td>17</td>
</tr>
<tr>
<td>Transportation</td>
<td>4</td>
</tr>
</tbody>
</table>

Source: Based on data from the DG1 survey.

For each NACE section, there is at least one district in each province where RRMSE of direct estimates exceeds 20%.

To improve the precision of direct estimates, the model-based approach was used. More than 20 variables measured at the level of district were examined as potential auxiliary variables for the model describing wages. The final model contains 4 variables: NACE section ($X_1$), income of enterprises drawn from the Ministry of Finance’s registers ($X_2$), number of enterprises per 10 thousand of people ($X_3$) drawn from the Polish National Business Register (REGON), and the average monthly gross wages ($X_4$). Variable $X_1$ is categorical and the other three are continuous. Table 4 presents fixed effects of the Fay-Herriot and robust Fay-Herriot model and their standard errors (in brackets).
Table 4. Beta coefficients and their standard errors in the Fay-Herriot and the robust Fay-Herriot model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Beta coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fay-Herriot</td>
</tr>
<tr>
<td>Intercept</td>
<td>96.2421 (207.2802)</td>
</tr>
<tr>
<td>$X_1$ Construction</td>
<td>270.4663 (88.0113)**</td>
</tr>
<tr>
<td>$X_1$ Trade</td>
<td>207.8377 (208.0932)</td>
</tr>
<tr>
<td>$X_1$ Transportation</td>
<td>-275.6738 (94.4806)**</td>
</tr>
<tr>
<td>$X_2$</td>
<td>0.0068 (0.0020)**</td>
</tr>
<tr>
<td>$X_3$</td>
<td>1.1833 (0.1352)**</td>
</tr>
<tr>
<td>$X_4$</td>
<td>0.3071 (0.0851)**</td>
</tr>
</tbody>
</table>

P value significance codes: < 0.001 - ***; < 0.01 - **; < 0.05 - *

Source: Based on data from the DG1 survey.

Compared to manufacturing, monthly wages in the construction sector were on average PLN 270 higher when estimated using the FH model, and PLN 1002 higher when using the RFH model. Compared to the trade section, they were higher by PLN 208 and PLN 209, respectively. A significant difference between the results yielded by the two models occurred also while estimating average wages in the transportation section. The average wages in that section was estimated at PLN 275 less than in the manufacturing section when using the FH model, and at PLN 424 less than in the manufacturing section when using the RFH model. Higher values of revenue and the number of enterprises per 10 thousand people in districts are correlated with higher wages. In the case of Fay-Herriot model, the average monthly gross wages can be interpreted in the same way. This covariate is insignificant in the robust Fay-Herriot model.

The beta coefficients presented in Table 4 were then used to estimate the average wages for non-sampled domains. Figure 5 presents the distribution of the estimation results.
Figure 5. Distribution of estimates of average monthly wages obtained by using three approaches: Horvitz-Thompson estimator (HT), Fay-Herriot model (FH) and robust Fay-Herriot model (RFH)

Source: Based on data from the DG1 survey.

Unlike direct estimation, small area estimation methods make it possible to obtain estimates of an average monthly wages for all target domains (districts). For almost all domains, estimates based on the robust Fay-Herriot model are characterized by the lowest coefficient of variation, except for the trade and transportation sections in Mazowieckie province. The reduced impact of outliers is especially evident in the trade and transportation sections in Wielkopolskie province. The lowest wages are estimated for the transportation section, whereas the highest – over PLN 5000 – for the trade section in Warsaw. The comparison of average wages between the provinces indicates small differences. For example, the estimated average monthly wages in manufacturing companies in Mazowieckie province equals PLN 2060, while in Wielkopolskie it is PLN 2106. Bigger differences could be observed in the maximum wages – in the transportation section in Wielkopolskie it is PLN 2879, while in Mazowieckie PLN 3832.

Another aspect worth analysing is the precision of estimates measured by relative root mean square error. Distributions of these values are presented in Figure 6.
Figure 6. Distribution of RRMSE of the estimates of average monthly wage obtained through the three approaches - Horvitz-Thompson estimator (HT), Fay-Herriot model (FH) and robust Fay-Herriot model (RFH).

Source: Based on data from the DG1 survey.

It should be noted that both the Fay-Herriot model and its robust version are characterized by smaller values of RRMSE than the Horvitz-Thompson estimator. Because of many outliers in the trade section, RRMSE values for the RFH model in a few districts are higher than those for the FH model. However, descriptive statistics indicate that, on the whole, this approach yields more precise estimates than direct estimation. The median value of RRMSE for the robust Fay-Herriot model is at least half the value obtained for the Horvitz-Thompson, in all considered domains. The maximum value of RRMSE exceeds the 20% threshold only for 4 districts. Figure 7 shows a comparison of direct and indirect estimates using scatterplots.
The direct and indirect estimates are similar in most cases. The similarity of estimates measured by Pearson’s coefficient of linear correlation is the highest for Mazowieckie and equals $r = 0.923$ for the Fay-Herriot model and $r = 0.926$ for the robust Fay-Herriot model. In the case of Wielkopolskie, the values are smaller, mainly due to the impact of the outlier (Śremski district). Pearson’s coefficient of linear correlation for direct estimates and the FH model equals $r = 0.758$ and $r = 0.801$ for the robust model.

Figure 8 shows the correlation between RRMSE values obtained using different approaches. There is a difference in the shape of scatterplots for the two indirect approaches. In the case of the Fay-Herriot model, the precision of direct and indirect estimates is similar up to the level of 10%. For higher values of RRMSE, however, the FH model outperforms the direct estimator in terms of precision; this is the result of the $\gamma$ weight, which accounts for the precision of the direct estimator. The use of the robust FH model improves the precision of most estimates but because values of fixed and random effects differ from those in the FH model, the resulting RRMSE values are relatively higher.
Figure 8. Comparison of RRMSE of estimates of average monthly wage at district level by NACE section

Source: Based on data from the DG1 survey.

As is demonstrated above, the results obtained by means of the Fay-Herriot model and its robust version are, in most cases, more precise in terms of RRMSE than direct estimates. The robust FH model is characterised by the highest average precision. Figure 9 shows mean estimates obtained using this model across districts.
The highest estimates of average monthly wages were obtained for large cities and the neighbouring territorial units. In Mazowieckie province, the level of average wages was higher than in Wielkopolskie province.

The graphic presentation facilitate the identification of groups of similar districts characterised by similar values of the target variable and those that represent different level of average wages. The biggest difference between the units of Mazowieckie and Wielkopolskie provinces could be observed for province capitals and the neighbouring districts. Using the section of industry as the differentiating criterion, the highest average wages was observed in the group of construction companies, while the lowest in the group of transportation companies.

5. Conclusions

The article describes a study whose aim is to estimate the average monthly wages in the districts of Wielkopolskie and Mazowieckie provinces, for companies representing four major industry sections: manufacturing, construction, trade and transportation. Two methods of indirect estimation were applied: the FH model and its robust version. The analysis focused on districts for which no official estimates had been published before. A potential problem with performing analysis at such a low
level of aggregation is that sample sizes in districts are relatively small. However, thanks to the use of small area estimation methods, it was possible to obtain relatively precise estimates, i.e. with lower values of RRMSE compared to the results obtained using direct estimates. Robust estimation affected outlier values of monthly wages and decreased the range of estimates. Moreover, the use of auxiliary variables for indirect estimation made it possible to obtain estimates of the average wages in non-sampled domains. The study boasts a degree of novelty, because it made it possible to estimate monthly wages in small enterprises according to NACE sections, at the level of districts, for the very first time. The highest estimates of average wages were obtained for large cities and their neighbouring districts in all the four main NACE sections. The results of the study moreover indicate that both Warsaw and Poznań serve as poles of growth for the neighbouring districts.

Further work into the subject will focus on the application of robust area-level models with spatial autocorrelation (Warnholz 2016), and, depending on data availability, unit-level models (Chambers and Tzavidis 2006).
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